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Abstract: Dam deformation analysis is an important part ahdafety monitoring. Generally
dynamic models of dam deformation analysis inclyggametric models and non-parametric
models. In China, large amount of research aawitn data analysis is in developing new
non-parametric models such as stepwise regressti), (partial least-squares (PLS)
regression, artificial neural network (ANN), timeres (TS), and grey system (GS). The
methods have been applied in dam deformation asalgad have showed good results in
modelling and predicting deformationhe principles and merits of above listed non-pataia
methods are discussed.

1. INTRODUCTION

A total of 25821 dams were registered by China Casion on Large Dam (CHINCOLD)
by August 2002. Since then, more than 100 dams haea built annually. China retains the
largest number of dams more than any other cosntva@ldwide. In 1980’s China initiated a
program which increased the dam safety evaluabam Safety Supervisory Centre (DSSC)
under State Electricity Regulatory Commission (SERC R. China) and Dam Safety
Management Centre (DSMC) under The Ministry of W&esources (MWR, P. R. China)
were formed in 1985 and 1988, respectively. Dametgahanagement has been guided into
the path of a legal system. A series of laws agdle¢ions for dam safety management were
set off while the standards and specifications dam safety management were issued.
Moreover, the technical level in theoretical andagbical respects, for instance sensor
(instrumentation) installation, original observatialata analysis and safety evaluation, has
comprehensively been improved in China.

Dam original observation is one of the essentigfdito effective measures in dam safety
management. Based on the observation data, oneecdy the design performance during
construction and life of the structure. Raw obstovadata provide valuable information for
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the interpretation of dam behaviour. However, tl& robservation data cannot reveal
displacement field and trend of the dam deformatitinis necessary to perform a
comprehensive analysis that will identify, extraad generalize the various deformation
phenomena from the huge volume of raw data.

Two types of dynamic models have been formulatedi&a analysis of the dam deformation
monitoring non-parametric models, which are basednathematical and statistical theory,
and parametric models, which are based on prireipleontinuum mechanics.

Non-parametric models are based on mathematicalstatistic forecast algorithms. Two
types of non-parametric models exist. One type dseld on the functional relationship
between independent variables — the environmemiaghies and dependent variables — the
displacements. This type of models can interpretititernal operational causes and effects.
Such models include: multiple regression (MR), wfep regression (SR), principal
component regression (PCR), partial least squageession (PLSR), and artificial neural
network (ANN) etc. The second type of models iseblasn setting up statistic rules of
dependent variables using linear statistic modsisthemselves, rather than by other
environmental variables. They do not model theti@iahip between causes and effects. This
type of models includes: time series (TS) and gigstem (GS). The deformation prediction
of these models is based on the extracted infoomdtom the available raw observations of
deformation, although the modelling process isqrened in different ways.

Parametric models are based on analysis of theaigm data by applying the principle of
continuum mechanics. First, the deterministic refeghip between dependent variables and
independent variables is constructed based on meeharinciples. Next, the linear statistics
is applied to adjust the assumptions and param#tevagh the verification of observations
with the calculated values.

In most of data analyses the influence of hydrasgatessure (including silt pressure, wave
pressure, sediment pressure and uplifting pressumg)temperature on the displacements is
mainly considered.

The development of the data analysis based on amametric models has made rapid
progress in China. This paper focuses on introduswmme algorithmic developments of the
above models such as SR, PLSR, ANN, TS, and GSppiitations to dam deformations in
China.

2. REVIEW OF NON-PARAMETRIC MODELS IN CHINA

2.1. The Stepwise Regression
2.1.1Principle of stepwise regression

The traditional regression models include simpiedr regression, multiple linear regression,
principal component regression and stepwise reigressc. They can be used for the analysis
of the relation between dependent variables andpeddent variables. Among them, the
stepwise regression is the commonly applied meihaidta analysis of dam deformation.
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The most commonly used multiple regression modglipproaches are: the forward (entry)
method, the backward (removal) method and the @odyvstepwise method. The forward
method starts with no predictor variable in the slpdnd adds the one that gives the highest
correlation with or effect on the response variabid so on. Usually one provides a stopping
criteria related to a certaiR-test statistic. The backward method starts withpeddictor
variables in the model and removes variable thatthe computed value on the removal
statistic less than the critical value and so dre &lgorithm stops once none of the remaining
variables statistically has insignificant effect e current model. The stepwise regression
(Li, 1989) is a combination of the forward and baekd methods that removes and adds the
predictive variables to the regression model thhoagsequence df-tests so that the best
subset of the predictors can be identified. Thpwsige regression performs it§ dtep exactly

as in the forward method. At any subsequent stégnever two or more variables have been
included in the model, one it will follow up evefgrward entry with a backward removal that
deletes any variable that statistically becomesgyimiscant to the up-to-date model. This
procedure will be repeated until no new predictmable needs to be included.

2.1.2 Assessment of stepwise regression

The stepwise regression is a traditional and aaakjorithm in which only the variables

having significant effect on the response variadnle considered in the model. Hence, its
analytical results can correspond to reality coratpaely well. Stepwise regression method is
commonly used all over the world (Nadushan, 2082y also very often applied in data
analysis of dam deformation in China.

The stepwise regression algorithm might add thdiptige variables to the model, which are
very weakly correlated (Zhou & Li, 2004). It wikksult in incorrect model so that the optimal
model cannot be reached because certain correlatiore or less, exists among them. This is
disadvantageous to the model explanation.

The conventional multivariate analysis approacimetuding SR cannot solve the difficulty
brought by the correlation among the predictivealdes and has influence on an existence of
the type of correlation and its disadvantages tadefiimg of the stepwise regression.
Therefore, more attention should be paid to theecsiein of environmental variables.
Furthermore, the stepwise regression appears ihtmpéanalyzing the short time period of
data, especially for the data with the number cfepbation epochs less than the number of
predictor variables.

2.2. Partial least squareregression (PL SR)
2.2.1Principle of PLSR

PLSR is a relatively novel multivariate analysigthod, which integrates multiple linear
regression, canonical correlation analysis andcjpal component analysis (Wang, 1999).
This method can combine the type of data analykigracterized by modelling and
forecasting of deformation with the non-analytitale of the cognitive data analysis. In case
that strong correlation exists among independenabigs, PLSR can result in more reliable
solutions than other type of the regressions. Tginothe decomposition and filtering of
deformation observation data from a monitoring eystPLSR algorithm extracts the group
of the predictor variables that are best in expi@nof the response variables. PLSR can
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efficiently overcome the difficulty caused by thalinearity of variables at the data modelling
stage, and is also capable of modelling the sirog period of observation data.

Assume that one hag dependent (response) variablgs y.... y and p independent
(predictive) variables, xo, ..., X. The data frorn observation points can are available
denoted aX =[ X1, Xo,..., %lnxpa@nd Y = [ Y, Yo, ..., Y]nxq respectively, in which ar¥=

( Xk, Xk - %k )" @ndY; = (i, Y2, ... Ynj)'. As start, the latent component andu; are
extracted fromX andY, respectively, as the linear combinations of preaek variables ok;,

X2, ..., % and the response variables/gfy,, ..., y based on the following requirements:

(2).t; andu, should carry as much information as possible floandY,
(2).t1 andu; should possess the maximal correlation.

These mean that andu; will representX andY as well as possible arigcan provide the
strongest capability to interpret.

After the extraction of; andug, t; will be regressed with respectXo andu; with respect toY
as well. Then the further latent componettand u, will be extracted using the residual
information ofX andY aftert; andu,. This procedure will be continued until one reactie
latent components, and u,, that can provide a satisfied regression togethéhn e past
extracted components. And at the end, the regredsitctions will be given by the original
variables.

How to determine a better regression is even nmmopwitant. In many cases, PLSR does not
need all of the latent components to constructelgeession model, but only select the first
components form<rank(X) under certain cutoff criteria as the PCA does. SEhm
components could construct a satisfied predictivedeh while the follow-up components
cannot make any significant contribution to thesiptetation of the response variable vector
Y. In this case more components will not improvertgtign of statistic trends in the data, and
may mislead by false predictive conclusion. How yn@momponents exactly need to be
included in PLSR? The decision for a new latent ponent can be made through observing
the improvement of the predictive ability of theFR model each time after the extraction of
each latent component. The cross validation camsbd for this purpose (Wang, 2002).

2.2.2 Evaluation of PLSR

The PLSR method has been applied to the data amalysleformation monitoring (Deng,
2001; Xu & Wu, 2001; Qiu & Pan, 2005). In genethk PLSR algorithm enables to reach
the highest correlation of the response variablés tve predictive variables without deleting
any of the variables. It can overcome the diffiguwdf the colinearity very well while it gives
fully expression to the contribution of each of timelividual predictors to the response
variables. The analytical expression of the regoessmodels allows having the
displacements, i.e. the response variables, wigipreted. Furthermore, PLSR is capable of
modelling of multiple predictors and multiple regsge variables. This is very advantageous
to the interpretation of the dam deformation witlo&the points as a whole globally.
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2.3. Artificial Neural Network (ANN)
2.3.1Principle of ANN

The artificial neural network becomes populareljuires interdisciplinary approach because
it involves a wide range of disciplines such as heatatics, physics, computer science,
electronics, and biology etc. The ANN is openingawast range of applications.

Some particular types of neural network models Beed-forward Back-Propagation (BP)
network, Radial Basis Function (RBF) network, amine modified algorithms based on
them. They have been applied to the data analyslara deformation monitoring. The basic
principle of feed-foreword BP network will be givenefly below.

Analogues to a multiprocessor computer system, @all@etwork is a form of a system with
simple processing elements, a high degree of mrekction, simple scalar messages and
adaptive interaction between elements, The feadda back propagation (BP) network is a
very popular model in neural networks (Rao, 20038)nulti-layer feed forward networks, the
processing elements are arranged in layers and thelyelements in adjacent layers are
connected. A minimum of three layers is neededclwlare the input layer, the middle or
hidden layer and the output layer (Zhang, 1993074899). Figure 1 gives a three-layer feed-
foreword BP network that is composedndrtificial neurons irK = (Xo, X, ..., x,.l)T S XRY in
input layer,n, artificial neurons inX’ = ( X0 X'y, ..., x’nl.l)T . X'R™Y in hidden layerm

artificial neurons inY = (yo, Vi, ..., ¥o1)' , YOR" in output layerw; and § are weights and
thresholds between input and hidden layers, respdctw’y andé  are weights and thresholds
between hidden and output layers, respectivelyeldesi = 0,1,...,n-1j =0,1,...,R-1 andk =
0,1,...,m-1The output of each of the artificial neurons muset the following equations:

n-1

Ye = f(zw'jkxlj _‘9&)
i=0
n-1

X = f(z:wijxi —6?])

i=0

(1)

Figure 1 - three-layer feed-foreword BP network
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In order to determine the weightg andw’jx and thresholdg and 8, a neural network need
to be trained by using p real samplest,(y*), (5 ¥*), ....(X°, Y*). Once the weights and
thresholds are successfully obtained from theitrgirthey will be tested through the different
samples other than the trainisgmples.

2.3.2 Evaluation of ANN model

The application applying the ANN method to the datelysis of dam deformation can be
found in (Deng et al, 2001; Zhang et al 2003, efti)e ANN method can overcome the
drawback that the functional models must be liearonlinear with original observables, has
a strong self-adaptive capability and fault-tole@nand does not have any limitation to the
number of the input and output artificial neuro@sie can achieve a satisfied data fitting and
forecast effect with the ANN (the forecast effexinbt as good as the data fitting effect, but
meets the practical requirements). Because of remadytical solution from the ANN
analysis, it lacks of the ability of the deformatimterpretation linked input artificial neurons
to the output artificial neurons; however some arghattempted to provide this type of the
interpretation (Xu et al, 2003).

2.4. Time Series (TS) modd
2.4.1Principle of Time Series model

A time series data is a sequence of consecutivesunements taken at (often equally spaced)
time intervals about the same phenomenon (Tianl200me series analysis consists of two
groups of methods: frequency domain methods and tomain methods. The deformation
analysis often employs the latter ones. Time senegysis attempts to analyze the collected
data of a phenomenon in the past towards to fotiegags future behaviour. That is, the
regular pattern how a phenomenon changes withithe is revealed based on its historic
data, is then extended to extrapolate its futurangbhs in order to forecast the future
behaviour of the phenomenon.

A time series of data may be influenced by manyofac The factors, which have their effect
on the data over the long period of time, will ptag decisive roles and make the time series
data show certain trend with regularity. The otfaetors, which have their impact on the data
only over the short period of time, play the nomidee roles and create certain high
frequency irregularity in the data. A time seriegadcan be an composition of any of the
combination of the following four attributes: (et trend - a series data may show certain
constant, increasing, or decreasing trend over itmegvals; (2) the seasonality — a time series
data may repeatedly show a certain regular patieen certain fixed time intervals; (3) the
circulatory — the data may repeatedly show a aerigular pattern, but not over certain fixed
time intervals; and (4) the random — the time seri@ta may show certain irregular
fluctuation because of accidental environmentatid@mn changes over time.

There are two categories of prediction approachesre series: the deterministic time series
models and the stochastic time series models. Arhatistic time series model will fit a

specific deterministic function of time to the tinseries data. Different types of data
behaviours are imitated by different types of fimts. At the end, they are composed
together to provide a combined expression of time tseries. There are the trend forecasting
method, smoothed forecasting method and decompositiethod and so on. A stochastic
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time series model explores the functional structbreugh studying the correlation between
the variables in time so that the future trend phanomenon can be predicted.

2.4.2 Evaluation of Tine Series Model

The forecasts according the time series data a®dban modelling the relations between the
deformation variables and the time. For instanbere is certain correlation between the
water levels and temperatures in time so that aetncoimposed by them is able to forecast
the dam deformation. In practice, small or mediured dams lack of certain observation
activities for some reasons, for example no tempegaobservation, the time series analysis
methods show good imitation and forecast abilitgedtain extent (Zhu, 2006).

Although there are good correlations between timervals and hydrostatic pressure or
thermal pressure, correlation between deformatimhhydrostatic or thermal pressure are not
absolutely replaced by correlation between defaonaind time intervals, so TS model has
some limitations.

2.5. Grey System Model (GSM)
2.5.1Principle of Grey System Model

The grey system model, which was first proposedJblpng Deng (1996) in 1982, has
successfully been applied to the analysis of uatesystems for multi-data inputs, discrete
and insufficient data. In general, the predictivectdérs that have influence on dam
deformation cannot be unknown clearly. Presentlystig two types of GM models (GM (1,
1) and GM (1, N)) are being used in data analysaof deformation.

Using the GM (1, N) model, given series of measurem&®) =(x? , %, ..., x?), x™)
as a first-order series can be generated from aheabserved datax(’) after repeatedly

k
accumulated generating operation (denotedk) =>_ X”(m)). According to the theory, the

m=1
differential equation of the whitening &f"(k) over the unit time interval is given by:
dx” AN 2) )
v =+ b e K @

which is defined as GM (1, N), is the differentiguation of first-order with N variables. The
parameter vectof = (a, by, by, ..., by1)"in (2) can be estimated by applying the method of
least squares. The imitation and prediction carcdreed out by using the inverse of),
once the parameters are obtained.

2.5.2 Evaluation of Grey System Model

Grey system model can be applied when the systentimded number of observation data.
The grey system model can be advantageous to thditlimg and deformation forecasts with
the satisfied accuracies (Yin, et al, 2002).

Using grey system model the degree of the contabutnade by individual environmental
variables may be obtained, therefore qualitativalyens, not quantitative analysis, can be
performed towards to the deformation interpretation
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3. CONCLUSIONS

Dam deformation data analysis is essential to #ma dafety monitoring. In China the SR is
widely used in data analysis of dam deformationabee it has the advantages to be simple
and practical. The PLSR is a novel kind of multigte data analysis method, which
integrates multiple linear regression method, caabrcorrelation analysis with principal
component analysis. It can overcome adverse affdugh colinearity between the predictive
variables. At same time, PLSR is able to deal whth short-series samples. The ANN does
not require that a model must be the linear orineal functions of the original observation
variables, and possess a strong self-adaptive a@hae-tolerance capacity. The TS can be
applied when there is a shortage of informatiorciisas lack temperature information). The
GS can only model small scale of samples.
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