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Abstract: Recent advances in sensor technology opened assiiities for remote sensing.
For example, the appearance of sensor higher bpatih spectral resolution. In terms of
spectral resolution, the number of available bamdgeased significantly, resulting in
hyperspectral sensors. Hyperspectral remote semsiges are characterized by the division
of the electromagnetic spectrum in a great numlbaraorow spectral bands, which enable
greater detail of spectral variation of targetsgiHdimensionality demands special attention
in the classification process. The main problemseduby the increase of the dimensionality
is the reduction of the efficiency of the class#ieThis problem is known as the Hughes
phenomenon. The occurrence of the Hughes phenomisncaused by the exaggerated
increase of the dimensions of the variance coveeianatrix (increase of the dimensionality),
compared to the limited number of available tragngamples. As a result, recent approaches
focus reduction of the dimensionality. In this papa method of feature selection from
hyperspectral images is presented. The proposetodiebased in the use of the Genetic
Algorithms, is evaluated with a AVIRIS data set dhd results are compared to the results of
other algorithms (Sequential Forward Selection &@euential Backward Selection),
recognized as techniques for reduction of dimermdipn A Genetic Algorithm can be
described as a global search technique for optitoizgpurposes inspired by the natural
evolutionary process. The experiments show thae@GeAlgorithms based reduction method
can be used to reduce the dimensionality withingienelassification in remote sensing.

1. INTRODUCTION

In remote sensing, the number of available bandsrweased significantly, allowing the use
of hyperspectral images. This allows for obtaingmgater detail of the spectral variation of a
target. One of the main problems caused by thee@&ser in dimensionality is the Hughes
phenomenon, which causes a reduction of the eftgi®f digital classifiers. This problem is
caused is caused by the increase increase of thendionality of the covariance matrix,
compared to the number of available training sam@®me solutions have been proposed to
address this problem, such as the regularizatiagheotovariance matrix (Friedman, 1989) or
the reduction of dimensionality (Bruske and Meren@99; Serpico, 2002; Du and Qi, 2004;
Zortea et al.,, 2005). on Genetic Algorithms toeselthe best suited spectral bands for
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classification purposes. There are two main reatmmthe reduction of the dimensionality of
hyperspecral data. First, a great computationariefs necessary to process the data. The
second reason is because a high dimensionalitycesdihe accuracy of the classification, as
discussed aboveé selection method based on genetic algorithms pvaposed, assuming
that the selected variables will be used for cfasgion purposes. In the next section, a brief
description of the methods and concepts used srptper are presented.

2. BIBLIOGRAPHIC REVIEW ON REDUCTION OF DIMENSIONALITY

One of the most popular methods for feature redocin remote sensing is the use of the
principal components transform (Du and Qi, 2004;n@&/and Chang, 2006). The Principal
Components PC transformation transforms the origlata into a new smaller set, which are
less correlated as the first dataset. Thereforedaced number of new variables may content
the information of the original set. However, altigh it is frequently used, the PC transform
is not a appropriate for feature extraction in ¢tessification, because it is does not consider
the classes of interest, but only the data setrefbee, it may not produce the optimum
subspace for the classification. Others methodsethuce dimensionality are shows in
(Bruske and Merényi, 1999; Zhang et al. 1999; Lenred al. 2001; Lin and Bruce, 2003;
Bittencourt and Clarke, 2004).

Instead of computing new variables from the origset, Feature Selection algorithms select
the most relevant variables from the original Séte main algorithms, tested in Bon (2001),
are Sequential Forward Selection — SFS and SealiéBdckward Selection — SBShose
algorithms have the property of conserving a grolyariables that better represent the main
characteristics of a set. The first algorithm (SEBhinates poor variables from the original
set, preserving a sub-set with the best varialidesthe other hand, the second one (SBS)
selects the best variables from the original gefating a sub-set with the best variables. If the
discriminate function of the two algorithms is geme, the result is similar (Bon, 2001).

The Sequential Forward Selection is a bottom-uptesry that selects the most significant
variables using an iterative process (Bon, 2001m&wu et al., 2001). The algorithm is
described by Bon (2001). Let be a set of original variables, for example adfetpectral
bands;d the number of the original variable$, a set of selected variables, aAdthe set of
remaining variables after the selectionYv{z = X -Y) . At the beginning, the set of optimal

variables is empty, = ¢ and the set is equal toX . A function J() that identifies the most

significant variables within the set also needs to be defined before an iterative goce
started. In each iteration, the most significamalde is chosen from the remaining sgt)(
After k iterations,k selected variables form a new sét. In order to select the most

significant variable, all available variables of & are ordered according to the value of the
function J() and the variable with the highest value is chosed moved to the seY,
building the new setY,,,. In the algorithms SFS the Bhattacharya distamas used as a
criterion of select the variables)(j ). According to Serpico et al. (2002) this methad i

computationally very efficient. A disadvantage loé tmethod is the fact that, after a variable
is chosen, the decision can not be changed ingkiiterations.

The approach of the Sequential Backward SelectiB8 Bethod is based on a top-down
strategy. It is also an iterative process, butdifierence is that less significant variables are
discarded from the original set (Bon 2001) withim iterative process. A functiod() to

evaluate the significance of the variables is alsgessary. At the beginning, the set of



A“eag\)(\“% 13th FIG Symposium on Deformation Measurement and Analysis

S 4th IAG Symposium on Geodesy for Geotechnical and Structural Engineering
c\(\a(\%
e LNEC, LISBON 2008 May 12-15

selected variables is equal to the original 8¢t X). In each iteration the less significant
variable is identified and eliminated from the s&t The new set Y,,, =Z) has fewer

elements and is used in the next iteration. Thegqe®is repeated, until the desired amount of
selected variables set is reached. In the algositBRS the Jeffries Matusita distance was
used as a criterion of select the variabl&3 ).

3. CLASSIFICATION

For the experiments, image classification was peréal using the Gaussian Maximum
Likelihood classifier method. A description of theethod can be found in Richards and Jia
(1998) and can be described as follows:

Pixel x, belongs to class wi P(xOw;) >P(xOw;) i# j:

P(xlw;)P(w,)
P (x)

P(w; [x) > P(w, | x) with P(w,;|x)= Q)

Assuming a Gaussian distribution for the pixelshimita class, an estimate 8{x|w) can be
obtained from the training set:

P(xIw,) = (2m) [ j\‘é exp( —0.5(x - u ) ZH(x-p;) @

here, Zi stands for the variance covariance matﬁ)kj‘ stands for the determinant of the

variance covariance matrix of class j, gagd for its mean vector.

After the classification step, the accuracy of thsulting thematic image has computed. A
value that describes the accuracy of the thematip oan be obtained from the confusion
matrix, for example the global accuracy, the pradiscaccuracy, the user’'s accuracy or the
kappa index. The kappa index is computed from thdfusion matrix as follows (Richards
and Jia 1998):

n3 D (i,i) -3 SL(i)SC (i)

k = _
n? -3 SL(i)SC(i)

3)

where n stands for the number of spectral ban@xj,i) stands for the element of the
variance covariance matrix at raw column j, SLstands for the sum of the elements of the
same row and&C the sum of the elements of a given column.

4. FEATURE REDUCTION WITH GENETIC ALGORITHMS

The method is based on the genetic algorithms (@8posed by Goldberg (1989), that are a
global search technique for optimization purposepired by the Natural Selection process.
Its operators resemble biological evolutionary psses, such as crossover, selection and
mutation. The aim of a genetic algorithm is to fitie optimal solution for a problem,
combining suboptimal solutions within a procesd tanverges to the optimal one. Because
the optimal solution is a priori unknown, the pregstarts with an arbitrary set of solutions as
its initial population. In order to adapt the algom for a given problem, the solution must be
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coded, building a binary chain that resembles thlgical genetic chain. Within an iterative
process, the best solutions are identified and ooedb generating a new set of better
solutions. So, the worst solutions are discardetitae population is optimized. This process
is repeated until an optimal solution is reachekictv means that the solution of the problem
was found, or it is stopped using an external igate like a fixed number of iterations,
obtaining a sub-optimal solution.

4.1. Binary Coding

In our problem, the binary chain has a size eqmahé number of original variables (large

bands). Each element of the chain has two possibliises: O if the spectral band is not
suitable for the classification and should be dided and, 1 if the spectral band is suitable for
the classification and should be preserved. Aftdecting the coding option, many solutions

are randomly generated, building an initial pogalat

4.2. Selection

During each successive step, a small set of sokiii® selected from the current population.
Therefore, the fitness of each solution is evalliaed the worst solutions, according to its
fitness, are discarded. The fitness function mastdbe the suitability of the solution for the
given problem and must be proposed by the usenmapthromosomes, chromosomes which
the best fitness value, are used to build a newlptipn by breeding (crossover), which is
done combining their genetic chains. The fitnesgtion presents a solution for the pointed
problem, being crucial for the algorithm.

4.3. Reproduction

After computing the fitness for each solution, thest suitable elements are selected and used
to generate the next generation, applying gengtieraiors, like crossover and mutation
Goldberg (1989). Crossover has the purpose to genaew individuals (solutions) from two

or more members of the population (parents), combints respective binary chains.
Mutation is used to introduce new genetic matenil the process making it easier to reach a
global minimum within the search region.

4.3.1.Crossover

The simple crossover operator, combining the chainswo parents, was used. First, a

crossover point is selected randomly. Then, thenshaf the parents are broken at the

crossover point and two offspring are generated @oeives the first part of the chain of the

first parent and the second part of the chain efsiacond parent. The other offspring receives
the remaining parts of the first and second parent.

4.3.2 Mutation

Mutation consists of randomly inverting the valdeadit of the binary chain. Hence, random
modifications are introduced in the individuals,itas shown in figure 3 (b). This operator is
essential for accelerating the search process. Wigealgorithm meets a local minimum, the
mutation provokes variations in the genetic makehat excite the search, focusing on other
regions within the search area towards a globaimum.
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4.4, End of the Process

This process is repeated until a termination camdits reached. The condition can be set
based on criteria like reaching a minimum fithesdug, reaching a maximal number of
iterations or achieving the desired number of bahdshis experiment the last criterion was
used, where the required number of bands is fixetthé user, before beginning the iterations.
That criterion was chosen because the interestseris certain number of bands.

45. Fitness Function for Band Selection

We propose a fithess function for the feature sieleqroblem that is based on three main
goals:
1. to reduce the number of features,
2. to preserve spectral separability between classes,
3. to discard highly correlated bands.
The fitness function is the mean of the followihgee factors:
1. A(DT): a factor related to the separability, derivedrfrthe Transformed Divergence:

The aim is to preserve spectral separability betwekasses, using the transformed
divergence (Swain and Davis, 1978). The value efdivergence was computed for each
pair of classes and the minimum value was usedmtopate a value of the transformed
divergence that will represent the bands set.

2. A(C, ) the correlation factor: The factor is relatedhe correlation between bands. The

values of the correlation; ;) between each pair of bands within the currebtwse

computed. Because high correlation values are uredathe maximum correlation value
was used to compute the factor.
3. A(NR): a factor related to the number of spectrahds of the resulting set: The

minimum number of bands that represent the orig#sdl without considerable loss of
information was determined by the method of Cadig@®1). For the set of bands used in
this experiment, the computed minimum value is etud,516, so the minimum number
of bands was set to 2. The factor associated tauh#&er of bans grows as the number of
bands increases.
So, the fitness function can be described as faiow
fitness = aA(DT ) + bA(C, ;) + cA(NR) (3)

wherea, b andc are constant belonging to the interyay] .

Once the fitness function is defined, it can beliag@o rank all individuals according to their
fitness and find the best and worst solutions. Targntee that the best solutions of the
previous iteration are preserved, a small parcg¢hefindividuals, with higher fithess, can be
used to compose part of the new population. Theaiked elitism. The number of preserved
individuals is defined by the user. A high ratesbfism in not optimal, because it slows in the
process convergence or, even, make it difficuttdoverge on an optimal solution.

After the elitism step, the population is completsdcombining pairs of individuals of the
previous iteration. Two of the selection techniquesoduced by Goldberg (1989), were used
referred to as tournament and roulette. Tournamcant be defined as follows: a pair of
individuals is randomly chosen from the populati@omparing their fithess values, the
individual with lower fitness is discarded and tiest preserved. This is repeated until enough
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new solutions, to compose a new population, aremgead. When using the roulette method,
a pair of individuals is chosen randomly from thigimal set.

5. EXPERIMENTS

A hyperspectral reflectance image (figure 1), congra test site, in Indian Pines, in
Northwestern Indiana/USA, was used to perform #stst Although AVIRIS sensor to own
224 bands, the image supplied by Purdue it hasB22@s. The dataset acquired by the
AVIRIS sensor in 1994, has a spatial resolutior2@m, and was distributed by search. The
necessary ground truth was obtained by the resepotip of the Purdue University, IN. A
small region, with 70x70 pixels was used to camytbe test§White square in the figure 1).
Four classes were chosen to perform the classditatorn, soy, vegetation (trees) and soy
minimum cultivation (initial phase of the cultur@)he region was chosen because a detailed
field survey was carried out as the image was cembby AVIRIS.

Although the AVIRIS dataset is composed by 220 marspectral bands, some of them are
not useful, because of atmospheric water absorptionthe experiment, these bands were
included so as to evaluate the capacity of the tgeadégorithms to distinguish noise from
useful information.

Figure 1 - Hyperspectral image - band 15 (0,54Ungigna/USA, 1994)

For the experiment, taking into account the nundfespectral bands, a 220 elements chain
was used. The aim of the experiment was to sdledbést set of spectral bands to classify the
image into the four classes discussed above. Towegdure was started with a population of
20 individuals. The size of the population is chosempirically, through preliminary
experiments. Selection by tournament, elitism, sogsr and mutation were used in the
evolutionary process.

Using the same training areas, the SFS and SBSithlys were used to reduce the
dimensionality of the same variable set. In the $&sp, digital classification was performed
using the solutions obtained applying the threehoed. The accuracy of the results was
evaluated using kappa index and the global accuracy
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6. RESULTSAND DISCUSION

Due to high spectral correlation among bands n@ghy different results can be obtained,
by genetic algorithms, in the process of dimendignaeduction. The original dataset
includes images that are strongly affected by ndibe Genetic Algorithms, in all cases, are
able to discard such noisy bands. The best rebtdireed using Genetic Algorithms will be
here discussed. The distribution of the selectedtspl bands along the spectrum depends on
the training samples that describe the classeshdnexperiment, the classes (corn, soy,
vegetation and soy minimum cultivation) are spéctraxtures of soil and vegetation,
therefore, the concentration of bands in the SWHR expected. In spite of the concentration
of bands in SWIR, the bands selected in the visiid in the near infrared also have
important function in the classification process.

A comparative study of the genetic algorithms #relsequential algorithms (SFS and SBS),
in terms of processing time, was performed, usir®2a Sempron computer, with 256 Gb
RAM. The algorithms were coded using MATLAB 5.3. Tégroups were chosen, arbitrary,
with 15, 30 and 45 bands, to show a summary ofgesing time (table 1). The sequential
algorithms are characterized by a high speed. Tais can be attributed to its easy
implementation. Comparing the genetic algorithrhs, ¢litism based algorithm worked more
efficiently. Using only elitism demands fewer operas than the tournament approach.

Sequential algorithms Genetic algorithms

Groups| - Number of bands SFS SBS tournament] elitism
5 15 1,219 1,641 3,579 2,778
10 30 1,281 1,656 3,678 3,013
15 45 1,297 1,696 3,981 3,268

Table 1- Processing time (seconds)

Using the set with 21 spectral bands obtained ah eaethod, the image was classified and
thematic maps were produced. Table 2 presents dheew of the kappa index for each
method. The reliability of the kappa index valueaswevaluated by means of statistical
inference. All the values lie inside of a 95% cdefice interval.

Algorithms Kappa Index
AG's - Elitism 0,9218
AG’s - Tournament 0,9067
SFS 0,8497
SBS 0,8317

Table 2 - Better indexes kappa

7. CONCLUSION

The experiments performed have proved the feasiloli the use of genetic algorithms to
reduce the dimensionality of hyperspectral remetesimg data to improve the accuracy of
digital classification. The best results were aledi with the elitism-based algorithm. One
advantage of the use of a genetic algorithm isdhspiectral band that is discarded within the
evolutional process can be reintroduced in thenwgdtisolution through reproduction or
mutation, which allows more flexibility in the sehrfor an optimal solution. The genetic



A“eag\)(\“% 13th FIG Symposium on Deformation Measurement and Analysis

S 4th IAG Symposium on Geodesy for Geotechnical and Structural Engineering
\(\a(\%

e ¢
LNEC, LISBON 2008 May 12-15

algorithm was also able to identify and discardspdiands, based on the fitness criterion
computed from the correlation, transformed diveogeand optimal number of bands.

In future experiments the evolutionary process #ral function fithess used into genetic
algorithms will be revalued. Attention will be giveto other selection techniques and
measures of spectral similarly.
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