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SUMMARY

The analysis of the horizontal geodetic network floe crustal movement estimation is
generally based on the vector displacements orhen strain tensors. These latter are
independent of the reference frame and describktheldeformation. However, the strain
tensors are influenced by the configuration of fed¢ected elementary figures which are
obtained from the geodetic points. To overcome dn&vback, the regular grid presents an
alternative solution for homogeneous and continuepsesentation of network deformation
under condition to choose an optimal interpolaitothis context, the interpolation techniques
based neural networks offer more advantages tleastdndard ones. This paper proposes to
investigate the ability of the Generalized Reg@sdeural Network (GRNN) and the Radial
Basis Functions Neural Network (RBFNN) for modailiof displacements field. The
experimentations were conducted on a set of 56tpomeasured around the underground
reservoir of GL4/Z industrial complex (Arzew — Alg®), by two GPS observation campaigns
over 6-years period (2000-2006). The results amdpawsison with the standard techniques
developed for the grid displacement interpolatisuch as, the polynomial fitting and the
nearest neighbours indicate that the GRNN achiéwgiser accuracy estimation than the
others.
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1. INTRODUCTION

When one seeks to detect and estimate movemettg giround on the Earth surface, either
tectonic motion (active faults) or landslides oeeauscultation of structures presenting a risk
of destabilization such as bridges, industrialsseaad dams (Gikas and Sakellariou, 2008a;
2008b), the methodology employed consists in estab a precise and homogeneous
geodetic network, covering the area of study. Témevark benchmarks are determined thanks
to terrestrial and/or space positioning techniqi@NSS). The reiteration of the observations
of the same network, after a certain time, perratsietect the movements appeared during
this period, by coordinate's variation estimation.

There are two methods to evaluate these movemérets¢h, 1983; Prescott et al., 1979):
vector-displacements and strain tensors. Considesagtadient of the displacement field, the
strain tensors represent a very efficient tooleédfigrm the deformation computation and can
be very helpful to analyse the behaviour of thedistth area. Unlike to the vector-
displacements, they are independent of any referénraene which makes very delicate the
interpretation of the movements.

Nevertheless, the strain tensors computation dependthe configuration of the selected
elementary figures formed from the geodetic poirfitkis constraint makes difficult the
interpretation of the results obtained (Merbahl ¢22805). The solution consists in evaluating
these tensors according to regular grid, in oraeralow homogenous and continuous
representation of deformation in any point of theaa(Kasser and Thom, personnel paper). In
this case, many traditional interpolation methods ased usually for displacement field
modelling, such as polynomial fitting, nearest hdigurs, spline, etc.

Since a decade, the artificial neural network (ANN)ys been applied in diverse fields of
geodesy (Miima et al., 2001; Schuh et al., 2002) féx geoid model determination, several
studies have been realised (Lin, 2009; Gullu et 2011). ANN was employed as an
approximator for crustal velocity field (Moghtas@dar and Zaletnyik, 2009) and it was
adapted for structural behaviour modelling.

The objective of the present paper is to use GépetdaRegression Neural Network (GRNN)
in generating the displacement field, for deformmatestimation, as alternative method to the
traditional interpolation methods. The study areacerns the ground of the Liquefied Natural
Gas (LNG) underground reservoir (GL4/Z industriaindplex — Arzew, ALGERIA).

Two GPS observation campaigns, over 6 year pe06Q - 2006), were carried out on the
auscultation network composed of 56 points. A caimspa between classical interpolators
and the new approach based on GRNN was done,nis teff root mean square error (RMSE)
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of displacement differences on testing points. Ifina deformation significance analysis was
performed with deformability and reliability condep

2. METHODOLOGY

2.1 Displacement and Deformation modelling

The 2D local displacement field around a given paditix,y), is simply the difference of
coordinates of this point between two epochs, as:

dxﬁ}
U(x,y)= 1)
)={ L

This representation of deformation mainly suffesf dependence to reference frame.

The strain tensoE(X, y)is defined as the gradient of the displacemeid &#@d is expressed
by (Seemkooei et al., 2001 ; Vanicek et al., 2001):

M ixy) Hixy)
dxly):aU(x,y): ox ay | _[Gux Euy (2)
X ov &x Gy

ov B
ox (X,y) aiy (X,y)

This matrix gathers most of the information of désement field behaviour. However, the
interpretation of such a tensor is not obviousitsutlecomposition may help extracting some
characteristic quantities known as deformation fves. These later represent the
deformation, in a more meaningful way. They arealisn material characteristics and
mechanicsin this study, the deformation primitives have behkosen are positive scalars,
growing with deformation amplitude, as:

= Total dilatation :A :%(eux +evy);

= Total shear y=y, =y, :%\/( w6 ) +eu o)

= Differential rotation or twist:dw = %(euy - evx) - Q=w-Q.

where Q is rigid rotation which affects the whole areaejpresents the global rotation which
corresponds to average value of rotation®n points of the network.

2.2 Interpolation methods

Generally, the monitoring geodetic points are gapiically distributed with heterogeneous
manner, which makes difficult the interpretatiordeformation. The use of regular grid is the
best way to get a homogenous and continuous repieges of the displacement/deformation
field on the whole area. In this case, the appbcabf an interpolation function based on the
geodetic points permits to approximate the dispies® on each node(x;, y;) of the grid.
Among the different classical interpolation methodsd for generating of displacement field,
we present the two most popular.
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2.2.1 Polynomial method

Polynomial interpolation is the most known one-dnsienal interpolation method. Its
advantages lies in its simplicity of realizationdatine good quality of interpolants obtained
from it. The basic idea of these methods is to Giadstant coefficients by the reference points
(training points) to form the displacement field sieband calculates the unknown values for
new points using these constant coefficients. Tdlgnomial function is expressed by:

F(x,y)=§§qxiyj (3)

i=0j=0

Where,a andn are the coefficient and degree of the polynomialcfion, respectivelyx, y
are the coordinates of training points.

2.2.2 Nearest Neighbour method

The Nearest Neighbour method creates a surfacehwhioptimized for a neighbourhood.
The reference points in a neighbourhood can be higilg by their distances from the
prediction location with inverse distance weightifige equation of this interpolator, in the
case of displacement iy is given by
n 1
%oz
dxg :% 4)
25
iZODSi
where, dx, dx are, respectively, the displacement x-componengraf node and of-th
training point.Ds; denotes the distance between the node andtth&aining point.n is the
total number of training points.

2.3 Artificial Neural Networks

In the previous sub-section, we discussed briditydlassical approximation methods. In this
sub-section, we focus our attention on two appretiom methods based neural network,
namely, GRNN and RBFNN.

2.3.1 Introduction to ANNs

The notion of artificial NN is inspired directlydm the human brain as the biological model
consisting of about & nerve cells called neurons. Each neuron is cordday nerve fibres
with approximately 10 000 neighbouring cells. A reucan be compared with a simple
processing unit, which receives an input, procedgsasd transmits an output to the following
neuron (Schuh et al., 2002). From 1940s, the AN&igeen developed to solve practical
problems. Today, with development of high-speed matation techniques, ANNs can be
trained to solve more complex problems that aricdit for traditional methods.

A neural network model can be imagined as a systamaining several layers with nodes (or
neurons) in the layers. This network is characeeriby one input layer, one or more hidden
layers and one output layer (Figure 1). Each neurdhe hidden layer has one or more input
data and one or more output data. The input infaomaof the neuron is manipulated by
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means of synaptic weights that are adjusted dwitrgining process. After this procedure, a
transfer (or activation) function is applied to mélurons for generating the output. According
to Eq. 5, the output of the proces$ \{ith a single output neuron may be expressed by

a=f(Wp-b) )

where W is the weight which describes the stretbgtiiveen the inpyp and outpus, b is a
bias.f is the activation function chosen by the desigifiBe most commonly used functions in
ANNSs are the linear, log-sigmoid and Gaussian fiomest

R inputs Layer of § Naurons

/

P

Py

a= f(Wp-b)
INPUT LAYER HIDDEN LAYER OUTPUT LAYER

Fig. 1: Structure of a general neural network.

2.3.2 Generalized Regression Neural Network (GRNN)

The GRNN was introduced by Nadaraya and Watsonraddcovered by Specht (Specht,
1991) to perform general (Linear or non Linear)resgions. Unlike the RBF neural network,
the training patterns are propagated through theark only once and consequently the
training is achieved very quickly.
The topology of a GRNN is described in Figure 2 ardnsists of four layers:

1. The input layer that is fully connected to the pattlayer.

2. The pattern layer that has one neuron is assigoe@édch training pattern. These

neurons have radial basis activation functions @i functions) of the form:

- Di2
a- ex{ o J ©)

3. The summation layer has two uniNsandS. The first unit computes the weighted sum
of the hidden layer outputs and the second uniieaghts equal to 1, consequently is
the summation of exponential termsalone.
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4. The output unit dividebl andSto provide the prediction result.

$q L,
y=1=0_ (7)

n

2A

i=0
For more details on the GRNN process, we referghder to (Abdul Hanna et al., 2010).
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Fig. 2: The GRNN architecture.

From the previous formulations, we can see thatGR&N has only one parameter noted
also called smoothing factor (SF) that needs tddiermined. This factor provides a smooth
transition from one observed value to another, evith sparse data in a multidimensional
space. The success of the GRNN depends on thetigeled appropriate values dbF
(Wasserman, 1993). The optimum value of SF is detexd after several runs in the training
stage, according to the root mean square eéRbBISH of the estimate (Eq. 12), which must be
kept at minimum. If a number of iterations passwib improvement in thBMSE so that SF

is determined as the optimum one for that data\Mile applying the network to a new
dataset, increasing the SF would result in deangaiie range of output values (Specht,
1991). The GRNN networks evaluate each output iedéently of the other outputs; GRNN
networks may be more accurate than back-propagaistworks when there are multiple
outputs. GRNN work by measuring how far given saspbattern is from patterns in the
training dataset. The output that is predictedngyrietwork is a proportional amount of all the
output in the training dataset. The proportionasdd upon how far the new pattern is from
the given patterns in the training dataset.

2.3.3 RBF Neural Network

The RBF network is one of the possible solutionstite real multivariate interpolation
problem. The basic technique provides an interpwdunction witch passes through every
data point: Consider a mapping frond-@limensional input space to a one-dimensional targe
spacey, where the data set consistsMfpoints{x, € B",i = 1.. N} with the corresponding
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targets{y; € K,i = 1..N}. An exact interpolation is achieved by introducanget ofN basis
functions, one for each data point, and then gethie weights for the linear combination of
basis functions.

F (9= 2w el x) (8)

where||. || denotes the Euclidean norm. The radially symmditnition ¢(.) which maps

from R™ to R is called a radial basis function awddenotes the weight of th#h node. For
the case of this study, Gaussian basis functiome baen selected (Eq. 6). The structure of
RBF Neural Networks is shown in figure 3.

Input layer Hidden layer

Output layer

Fig.3: RBF architectural Neural Network

In this work, the learning of a RBF network is died into two independently stages. In the
first one, k-means clustering algorithm on the ispiatar have been employed to determine
the parameters of the basis functignand s. The second one is a supervised learning in
which the weights and biases are determined andgtadj; this is done by minimizing mean
square errof (Eqg.11) between the desired outputs and calcutaigulits.

Weights and biases are determined by the lineaatems as follows:

. . aF . o . T g
Wr:":}'i SWgp— o E =W + _Z [t_i:'ﬂI - “/_i"rj]‘Ph;j 9)

5t =) + [ — 2/] (10)
Herei is the number of iterations; andy are the steps-size.
The mean square erraris given by:

F= Zz[t_i;:ﬂ —3_537-‘]: (11)

g=1j=1

where:*' is the desired output value of thth output neuron for the-th input vector.

2.3.4 Evaluation of the performance of the proposed ndsho

In order to evaluate and to compare the performafntiee proposed methods, two criterions
were chosen in this end. The root mean square @MEE) given by:
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(12)
And the correlation coefficient given by:

Zn:(Yi - yli )2
p=1- |:nl
3 (v, -v) 3

i=1

Wheren is the number of estimate valugsjs the estimate value of th& point,y’; is the
value of the reference point at tité position andy corresponds to the mean of estima
values.

The interpolation method that yields the smalledti® of RMSE and the biggest value of the
correlation coefficientg) is the best.

3. RESULTS AND DISCUSSION

3.1 Study Area

The liquefied Natural Gas (LNG) underground resgnad the SONATRACH industrial
enterprise (GL4/Z Complex — Arzew, Algeria), burt1965, represented more than 50% of
storage capacity of the complex. The preventiomadstrial hazards, related to this reservoir,
on the complex infrastructures and on the populatibArzew’s town, has required a GPS
monitoring network to perform a topographic ausatigih of this important industrial site
(figure 4).

B

LNG undefground
reserv_oir

Fig. 4: Photos of the study area.

Four GPS observations campaigns were carried augebruary 2000, July 2002, July 2004
and February 2006. The GPS auscultation networtitnased with a precision of few
millimetres, is composed of 15 reference points, pdnts for survey of reservoir
neighbouring ground and 42 target points well disted on the reservoir infrastructure. For
this study, only data of 56 ground reservoir poinése considered, over 6 year period (2000
— 2006).
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N (m)

3.2 GRNN Neural network construction

In the deformation process of the study area, tR&K was implemented for the horizontal

displacement field modelling of the GPS auscultatietwork of LNG reservoir as depicted
in figure 5.

Input layer Hidden layer Output Layer

Geodetic Network: Disp. field modelled Deformationfield (grid)
Coord.(N,E)+ disp. ® by GNRR (grid) > g
(dN,dE) of GPS points 1. Training

2. Testing

3. Generalisation

Fig. 5: Scheme of GRNN based Deformation process

The data are the local geodetic coordinatds E) of 56 GPS points and their derived
displacementsd(N, dE), over 6 year period. In order to test the efficig of the method one
part of the data is used for estimating the fittimgdel parameters (training set composed of
44 points, 79% of whole data set) and the otherssesed for testing the model (testirsgt
composed of 12 points, 21% of whole data set)haws in figure 6. The generalisation is the
final step for modelling the area displacementdfi@thich is employed to generate the
deformation field according to a regular grid. Tgrel was composed of 304 meshes covering
all the study area. Each mesh represents a swfddx10 m2 on the ground.

GPS auscultation netwark of LNG reservoir (GLA/Z Complex)
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Fig. 6: Displacement vectors of the Auscultation GPS netwdLNG underground reservaoir.

TSO01F - Dam and Reservoir Engineering Surveyin§456 9/17
Bachir GOURINE, Habib MAHI, Amar KHOUDIRI and Youtd AKSARI

The GRNN and the RBF Neural Networks for 2D Displaent Field Modelling. Case study: GPS Auscultation
Network of LNG reservoir (GL4/Z industrial complexArzew, Algeria)

FIG Working Week 2012

Knowing to manage the territory, protect the enviment, evaluate the cultural heritage
Rome, Italy, 6-10 May 2012



3.3 Results and analysis

Since the most important feature of GRNN is reféteespread factor (SF), network has been
trained with different SF until optimum value of 8&n be determined. This later is chosen on
basis of high correlation (close to 1) and highuaacy (minimum value of RMSE), according
to the testing step. In this study, SF with a vaifiel5.0 has determined as optimum one.
Table 1 depicts the obtained results of GRNN betfidecorrelation coefficient and RMSE of
both training and testing steps. These resultdlastrated by figure 7.

p (Train) p (Test) RMSE (Train) RMSE (Test)
% % mm Mm

SF dE dN dE dN dE dN dE dN

1 100.0 100.0 75.6 94.6 0.0 0.0 27.5 26.1
2 100.0 100.0 76.5 94.9 0.1 0.3 26.9 25.9
3 100.0 99.9 77.3 95.2 0.8 2.0 26.4 25.5
4 99.9 99.6 7.7 95.7 1.5 3.4 26.0 23.5
5 99.7 99.4 78.2 96.1 3.1 4.5 25.0 20.6
10 94.8 96.3 83.8 90.8 13.3 12.0 17.8 144
11 93.6 95.3 84.2 89.8 14.9 13.9 17.2 13.9
12 92.4 94.2 84.3 89.0 16.4 15.8 16.8 134
13 91.2 93.1 84.2 88.2 17.8 17.7 16.7 12.9
14 89.8 91.8 83.9 87.4 19.2 19.4 16.7 12.9
15 88.4 90.4 83.6 86.7 20.5 20.9 16.9 12.7
20 81.7 82.5 81.3 83.2 25.1 26.7 18.1 124

Table 1.GRNN performance results according to training sting steps.
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Fig. 7: Comparison between points displacements of traiaimg) testing stepaccording to RMSE
and correlation parameters, in the case of GRNNah@etwork.
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Figure 8 shows the displacement field obtainechieyGRNN network.
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Fig. 8: Displacement field according to GRNN method with=515.

The results of the second approximation approaskdan RBFNN are listed in the table 2.
Experiment has shown that best results are obtdime&BFNN with 23 hidden neurons,
assuming the error evaluation was reached. Frontahle 2, the optimal SF value is 6.
However, the figure 10 shows a discontinuous regmasion of the field displacements where
the displacement vectors exist around and closigetoneasurement points. By choosing other
value of SF, for example 20, depict of the disphaept field is better even the according
parameters performance are not optima.

p (Train) p (Test) RMSE (Train) RMSE (Test)
% % mm Mm
SF dE dN dE dN dE dN dE dN
1 98.5 98.8 -8.1 30.4 6.9 6.1 30.7 21.6
2 98.4 98.8 55.3 46.6 6.9 6.1 30.6 21.3
3 98.4 98.6 68.2 75.0 6.9 6.4 29.1 18.4
4 98.4 98.4 69.5 87.0 7.0 7.0 25.7 13.0
5 98.3 97.1 69.3 90.0 7.1 9.4 23.0 9.8
6 98.2 96.9 69.2 90.5 7.5 9.7 222 9.7
10 97.8 95.8 74.1 90.6 8.1 11.2 23.5 18.0
11 97.7 95.6 75.7 90.2 8.5 11.5 23.7 19.7
12 97.0 95.6 76.5 90.8 9.6 11.5 23.9 19.1
13 96.2 95.6 79.1 90.3 10.8 11.5 23.3 20.3
14 96.4 94.7 80.1 89.0 10.5 12.5 24.2 23.9
15 96.2 94.2 80.5 88.5 10.7 13.1 24.6 24.3
20 92.6 92.9 83.6 92.8 14.8 14.5 21.4 21.(
Table 2. RBFNN performance results according to training testing steps.
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Fig. 9: Comparison between points displacements of traiaimgy testing stepaccording to RMSE
and correlation parameters, in the case of RBFNMNai@etwork.
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Fig. 10: Displacement field according to RBFNN method wiisurons number = 23.

In order to assess the accuracy of neural netwmpkoaches, the results of these methods will
be compared to those of classical methods, namelyn®mial and Nearest Neighbour
methods.

(a) p (Train) p (Test) RMSE (Train) RMSE (Test)
% % mm mm
Polynomial dE dN dE dN dE dN dE dN
degree (PD)
2 68.1 52.8 59.0 73.3 28.8 33.3 257 14.9
3 76.6 71.7 74.5 89.8 25.3 27.3 223 13.6
4 84.7 85.2 85.7 84.1 20.9 20.5 159 17.8
5 88.1 92.3 61.4 80.7 18.6 15.1 279 18.1
6 97.4 96.6 54.9 49.0 9.0 10.1 29.)7 13.9
7 95.4 95.7 45.1 -47.4 20.2 11.9 711 24.9
(b) p (Test) RMSE (Test)
% mm
Number of near dE dN dE dN
neighbour points
(NNP)
2 85.8 92.3 18.3 19.3
3 87.0 92.5 17.3 18.3
4 85.4 92.9 17.4 16.7
5 84.3 92.1 17.7 16.9

Table 3.Performance results according to (a) polynomighae (b) near neighbour method.
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From the Table 3, we can see that the best appadiamof the displacement field according
to both RMSE and correlation factor computed ondataset is obtained by the polynomial
method with degree 4. This result corresponds toSEMf about 15.9 and 17.8 mm, to
correlation factor of about 85.7% and 84.1%, forstieg and northing coordinates
respectively.

To assess the performance of the GRNN network, mpacative evaluation against the
RBFNN and polynomial method with degree 4 is perfed. The comparison of results is
summarized in Table 4.

Method p(dE) p(dN) RMSE (dE) RMSE (dN)
% % mm mm
GRNN (SF=15) 83.6 86.7 16.9 12.2
RBFNN (SF=20)
. 83.6 92.8 21.4 21.0
23 hidden neurons
Polynomial (PD=4) 85.7 84.1 15.9 17.8

Table 4 Comparison between the performances of the thethods

The performances listed in Table 4 show clearly tha GRNN outperform the RBFNN and
the polynomial method. Using the GRNN, we obtam RMSE of the displacement modulus
of about 20.8 mm against to 23.9 mm and 30.0 mtiencase of polynomial and RBFNN
methods respectively.

Figure 11 provides the representation of the dedtion field of the LNG reservoir according
to the strain tensors primitives, as describeddatisn 2.1, with respect to the obtained
displacement field from GRNN network with SF=15.

The dilatations/compressions are represented bglesirwith radii proportional to the
amplitudes of deformations. It can be seen a domirdilatation phenomenon that
characterizes the auscultation network of the LM&ervoir, during 2000-2006 period. Large
dilatations, at level of 3000—-4700 ppm are locateithe North and East of the reservoir while
a weak compression is observed at its neighbormwddwW and SE directions. The shear
expresses the change in configuration (e.g., areguecomes a lozenge). The shear value
increases with increasing strain tensors; therefeeehave found regions of high deformation
of about 1000—-2000 ppm which are around the regeNMorth and East sides), except for the
South and West sides where the shear is weak dedeaof 200 ppm.

The twists are represented by vertical segmentssa&Hengths correspond to rotations
modules. The red and blue arrows are, respectiyagitive and negative rotations. The
maximum values are of about 790 dmgr.
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Fig. 11: Deformation primitives of the LNG reservoir ausatitbn network.

4. CONCLUSION

In this paper, the GRNN and the RBF Neural Netwovksre applied for horizontal

displacement field modelling of GPS Auscultation tWark of LNG reservoir. The

preliminary experimental results demonstrated thiemtials and the efficiency of the GRNN
method compared to RBFNN and classical interpatatio

Future research will involve using the Least Ved@arantization (LVQ) method in order to
perform a non supervised selection of the testiomtp and to extend this study for 3D
displacement field modelling.
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